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ABSTRACT APPLICATIONS

CLOUD DEPLOYMENT AUTOMATION and CONTAINER-BASED PERFORMANCE    NEXUS (CUSTOM SPARK+MESOS) vs. EMR vs. GIOVANNITECHNOLOGY    Integrated Data Analytic Center

The Apache Science Data Analytics Platform (SDAP) (http://sdap.incubator.apache.org) is a suite of Big 
Data solutions created through the support of the NASA Advanced Information Technology (AIST) and the 
NASA Earth Science Data System (ESDS) programs. SDAP is led by the NASA Jet Propulsion Laboratory 
through collaboration with George Mason University, the Center for Ocean-Atmospheric Prediction Studies 
(COAPS) at the Florida State University, and the National Center for Atmospheric Research (NCAR). Its goal is 
to create a community-supported, integrated platform for big geospatial data analysis using Cloud computing 
technology.  The SDAP currently includes NEXUS, OceanXtremes, DOMS, EDGE, and MUDROD.

• NEXUS provides a suite of on-the-fly data analysis services including time series generation, area 
averaged map, climatological map, etc. that are essential to climate research.  It has can analyze data 
hundreds of times faster than traditional file-based analysis method. All the NEXUS’ analytic capabilities 
are exposed as RESTful API, hiding the complexity of horizontal-scaling and map-reduced computing.  

• OceanXtremes is a data-intensive anomaly detection solution that is built on the NEXUS solution. It 
provides cloud-based climatology generation and on-the-fly comparison of observational data against the 
climatology. OceanXtremes is equipped with the ability for researcher to document, share, and re-create 
identified ocean anomalies.

• Distributed satellite and in situ matchup – The Distributed Oceanographic Matchup Service (DOMS) 
delivers a cloud-based matchup solution by integrating distributed in situ data hosted at JPL, NCAR, and 
COAPS. The project has standardized access to point-based in situ data using open source 
implementation of OpenSearch called the Extensible Data Gateway Environment (EDGE). DOMS 
translates the temporal spatial query into in situ subset requires to the external data centers. Upon 
receiving the subsetting in situ data, DOMS executes its map-reduced, matchup algorithm on the cloud. 
The matchup result is packed in CSV/netCDF and visualized.

• Extensible Data Gateway Environment is an implementation of the standard OpenSearch specification 
(http://www.opensearch.org) using Apache Solr or ElasticSearch as the backend repository. Using this 
integration platform, data provider and expose their holdings using standard OpenSearch, RESTful API. 
The technology has already been infused in several production environments.

• Mining and Utilizing Dataset Relevancy from Oceanographic Dataset (MUDROD) is a search analytic 
technology by continuously mining search logs from data portals. Through machine learning technology, 
MUDROD exposes hidden relationships between ocean datasets and dynamically adjust data ranking to 
show the most relevant datasets first.

https://sealevel.nasa.gov
https://oceanxtremes.jpl.nasa.gov
https://doms.jpl.nasa.gov
https://mudrod.jpl.nasa.gov
https://jupyter.jpl.nasa.gov

DockerHub

ECS

CloudFormation

Solr Spark Mesos SpringXD

Query/
Retrieval Subset

Cassandra

StreamAnalytics

Ocean
Xtremes WMTS

NEXUS

DOMS

Instance Instance Storage

Instance Instance Storage

Bamboo

Pull

OceanWorks Platform

Matchup
Service

Anomaly 
Detection 
Service

Subsetting 
Service

Search
Service

Discovery
Service

Visualization
Service

Casting
Service

Analytic 
Services

NEXUS: The Deep Data Platform

Workflow Automation Horizontal-Scale Data 
Analysis Environment

Deep Data 
Processors

Index and 
Data 

Catalog

Data 
Access

ETL 
System Analytic 

Platform

ETL System Deep Data Processors

Spring XD

Index and Data Catalog Analytic Platform

Manager Manager Inventory Security Sig
Event Search

ZooKeeper ZooKeeperZooKeeper

Manager

Handler Handler Handler

Ingest
Pool

Ingest
Pool

Worker
Pool

Worker
Pool

File & Product
Services

Job Tracking Services

Business Logics

Applications

HORIZON 
Data Management and Workflow Framework

Ingest Ingest Ingest

Product
Subscriber

Product
Subscriber

Staging

No
SQ

L

Index

Alg Alg Alg

Extremes SOTO

PO.DAAC WebsiteJupyter Notebook 

Remote In Situ

Remote OPeNDAP

Longterm Archive

<<Matchup>>
DOMS

<<Anomaly>>
OceanXtremes

<<Relevancy>>
MUDROD

<<Quality Screening>>
VQSS

News

Official Mission
Site

Model 
Simulations

Indicators

Measurements

Publications

Mission Info

Visualization
Analysis

Anomalies

Related
Analysis

Representation Process
(microscale)

Phenomena
(macroscale)

subClassOf

Physical
Process

Biological
Process

Mathematical
Process

Chemical
Process

subClassOf

Ecological
Phenomena

Physical
Phenomena

subClassOf

Math

Science

Space

Time

Data

Matter Realm Human Activities

Living Thing Material Thing

Chemical

subClassOf

Atmosphere

subClassOf

Ocean Geosphere

Land Surface Cryosphere 

Terrestrial
Hydrosphere Hellosphere

Decision

Commerce

Jurisdiction

Research

Environmental

subClassOf
Property

(observation)
State

(adjective, adverb)
Relation

(verb)

Binary
Property Quantity

Categorical
Property

Ordinal
Property

subClassOf

Role

Physical

Biological

Space

Chemical

subClassOf subClassOf

Human

Physical

Chemical

Space

Time

OceanWorks is an AIST Adjunct project to establish an Integrated Data Analytic 
Center at the NASA PO.DAAC for Big Ocean Science. It focuses on technology 
integration, advancement and maturity by bringing together several previous NASA-
funded AIST and ACCESS projects as an effort to deliver a production-ready data 
science platform for the ocean science community.  While its target is the ocean 
science community, the building blocks of OceanWorks are designed to support 
multidiscipline Earth Science.  The emphasis is integration and platform building by 
hiding all the complexities of data management, domain-specific technology 
implementations, and cloud computing architecture.  User applications and services 
will integrate with OceanWorks through RESTful APIs and well-defined information 
model.  OceanWorks is a collaborative development effort between JPL, Center for 
Atmospheric Prediction Studies (COAPS) at Florida State University, National 
Center for Atmospheric Research (NCAR), and George Mason University (GMU).  
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Dataset Selection
Name: MODIS Aqua Daily L3 Atmospheres, Collection 6, Aerosol Optical Depth 550 nm (Dark Target) (MYD08_D3v6)
Duration: July 4, 2002 – July 3, 2016
File Count: 5106
Volume: 2.6GB
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